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ABSTRACT
This paper will present our results for the MediaEval 2017 Acous-
ticBrainz Content-based music genre recognition task.We proposed
an approach based two machine learning classifiers: logistic regres-
sion and random forest. Experimental results show that the best
results come from random forest classifiers with partial feature
selection.

1 INTRODUCTION
The goal of this task is to understand how genre classification can
explore and address the subjective and culturally-dependent nature
of genre categories. Traditionally genre classification is performed
using a single source of ground truth with broad genre categories
as class labels. In contrast, this task is aimed at exploring how
to explore and combine multiple sources of annotations, each of
which are more detailed. Each source has a different genre class
space, providing an opportunity to analyze the problem of music
genre recognition from new perspectives and with the potential of
reducing evaluation bias.

2 RELATEDWORK
Language modeling is used in placing photos on amap. In particular,
Pavel et. al [7] place a grid of fixed degree over the world map
and map train instances to cells based on their coordinates.They
learn a model which allows them to predict the location of the test
instances on the grid. Though this work provides several smoothing
techniques to predict the location of a test instance whose tags are
not seen, it does not differentiate between general and location
specific tags. Giorgos et. al in [4] use a similar model but capture
information regarding how many users use a particular tag in a
particular region. Additionally, they use Shannon’s Entropy to give
small weights to tags which are user specific or general. Our base
model is the same, as it provides a weighting of each tag based on its
popular-ity among users in describing a place, but we experiment
with additional components to boost the performance. An- other
related weighting scheme is that of Aibek et. al in [6] which uses the
Kullback-Leibler divergence to differentiate between class-specific
and general terms. Even though that work is done in a different
context, we experiment with this model in identifying location
specific tags.

3 APPROACH
The proposed framework can be divided into two phases: (1)

Feature Selection and (2) Model selection and predictions.
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(1) Feature Selection Each song has three groups of features:
tonal, rhythm, and low-level. A feature vector for each song was
made through a concatenation of all the individual features. For fea-
tures with specifics labels such asmean, max, andmin, thesewere ig-
nored and concatenated together. For simplicity, categorical features
were not considered. These features were: "key_key", "key_scale",
"chords_key", and "chords_scale". In addition, "beats_position" fea-
ture was also not included because the feature length varied for
each song.

(2)Model Selection and Predictions The models used were
from the python library sci-kit learn. The two classifiers used
were the sklearn.linear_model.SGDClassifier with hinge loss and
sklearn.ensemble.RandomForestClassifier with 16 n_estimators.
The method used for genre classification was to train a binary
classifier for each genre/subgenre and then conglomerate the re-
sults together.

The first two runs consisted of concatenating every feature (mi-
nus ones mentioned above) and using the SGDClassifier.

3.1 Run 1
This run consisted of each song having a concatenated feature
vector of all features minus the ones mentioned above with the
SGDClassifier. To accommodate for large data, the function "par-
tial_fit" was used.

3.2 Run 2
Run 2’s feature selection and model was the same as Run 1. The
only difference came from the prediction process. The procedure
was to look at the results for each song and mainly go with the
genre prediction. For example, given main genre A has subgenres
B,C and main genre D has subgenres E, F, if the classifiers classified
a song as genre A with subgenres C,D, and F, because main genre
D was not predicted, the predictions will ignore subgenre F, and
the final prediction will be genre A with subgenres C,D.

3.3 Run 3,4,5
For the next three runs, the procedure differed. Unlike the SGDClas-
sifier, sklearn’s RandomForestClassifier did not have the method
"partial_fit". Instead, RFC had a method "feature_importances", of
which we took advantage. We first took a subset of the train data
(around 100k songs) and fit the concatenated feature vector men-
tioned above to the RFC for each genre and subgenre. Then, we
used the "feature_importances" method to select the x% best fea-
tures. From there, we trained all-for-one RFC’s using the top x%
features using a subset of the train data (around 150k songs) and
then predicted the genres based on a conglomeration of all the
RFC’s.
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Table 1: Subtask 1 Average of Per label results, only genres.

Run # Precision Recall f-score

1 0.0963 0.7399 0.1471
2 0.0963 0.7399 0.1471
3 0.1375 0.3149 0.1638
4 0.1095 0.351 0.1409
5 0.0889 0.3908 0.117

Table 2: Subtask 1 Average of Per track results, only with
genres

Run # Precision Recall f-score

1 0.0989 0.791 0.172
2 0.0989 0.791 0.172
3 0.2059 0.4023 0.2475
4 0.1725 0.4595 0.2326
5 0.0999 0.3943 0.1513

3.4 Run 3
This run used the top 25% of the features obtained from feature
_importances function.

3.5 Run 4
This run used the top 50% of the features obtained from feature
_importances function.

3.6 Run 5
This run used the top 75% of the features obtained from feature
_importances function.

4 RESULTS AND ANALYSIS
In this section, we report accumulated results on the sub- task based
on our two different approaches. The run approaches are applied
on the MediaEval 2017 test set and results are reported in Figure
1. The test set is composed of three different databases (Discogs,
Lastfm, Tagtraum), and we took the average of precision, recall,
and f-score to get one number.

We observe that the approaches based on the RandomForestClas-
sifiers (run 3,4,5) outperforms the SGDClassifier approaches (runs 1,
2). In particular, we note that the recall in runs 1,2 is especially high
while the precision is especially low, which meant the classifiers
predicted each song with almost every label. For runs 3,4,5 we note
a significantly lower recall with a better precision.

Out of the last three runs, it first seems to be that by adding
additional features, the recall improves at the cost of precision, but
run5 disproves the trend, as it shows that run5 gives only better
recall for per-label results while does worse in all metrics in per-
track results.

5 CONCLUSION
The results were disappointing. Runs 1 and 2 clearly suffered from
oversampling, which lead the classifiers in most genres to predict

positive, which resulted in high recall and low precision. Runs 3,4,5
did not suffer like Runs 1 and 2, but upon observing precision,
recall, and f-scores for each genre, the classifiers did far worse on
non-popular genres and subgenres, which lead to overall lower
precision and recall.

The shortcomings came, for Runs 1 and 2, from errors in sam-
pling. For runs 3,4,5, the shortcomings came from a lack of a system
to combine results from different classifiers. For one, we could have
exploited the function predict_proba to ascertain a threshold for
each genre and subgenre. This would have helped especially for
sparse subgenres.

For future works, for runs 1, 2, it would it would be interest-
ing to see if taking less top % of the features obtained from fea-
ture_importances function will improve precision. Also, it may
be worth trying majority voting by training several different ran-
dom forest classifiers using the features obtained from the fea-
tures_importances function.
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